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Research Areas
Graph mining and learning, Prompt tuning, Web and social media mining.

Education
2019 – · · · · Ph.D. Candidate.

School of Computer Science and Technology, University of Science and Technology of China.

2015 – 2019 B.S.
School of the Gifted Young, University of Science and Technology of China.

Experiences
2022 – · · · · Visiting Research Student.

School of Computing and Information System, Singapore Management University.

Research Publications
∗ denotes co-first authors with equal contribution.
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Academic Services
Conference Program Committee Member

2024 ICLR, ICML, WWW, CVPR, ICMR
2023 NeurIPS

Journal Reviewer
Frontiers of Computer Science
PeerJ Computer Science


